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Abstrak Chatbot AI generatif seperti ChatGPT semakin digunakan dalam pengajaran dan pembelajaran 

(PdP) kerana mampu memberi respons segera, penerangan bertahap dan latihan kendiri. Namun, 

manfaatnya tidak seimbang apabila prasarana digital dan sokongan institusi berbeza antara sekolah. 

Artikel ini meneroka pengalaman guru Pendidikan Islam di Sabah menggunakan chatbot AI dengan 

tumpuan kepada jurang digital di peringkat sekolah. Kajian kualitatif melalui temu bual separa 

berstruktur dalam talian melibatkan enam guru (G1–G6) dari sekolah bandar dan luar bandar. Data 

dianalisis menggunakan analisis tema refleksif. Dapatan memusat pada tema “Limitasi Infrastruktur dan 

Sokongan” dengan tiga subtema: (i) capaian internet dan akses peranti tidak seragam, (ii) gangguan 

teknikal serta kebimbangan privasi dan keselamatan data, dan (iii) sokongan pentadbiran terhad serta 

ketiadaan polisi jelas. Guru luar bandar lebih menekankan isu akses dan kestabilan rangkaian, manakala 

guru bandar menekankan tadbir urus dan sokongan organisasi. Berpandukan lensa Technology 

Acceptance Model (TAM) dan Theory of Planned Behavior (TPB), dapatan menunjukkan bahawa syarat 

pelaksanaan membentuk kemudahan penggunaan yang dirasai dan kawalan tingkah laku yang dirasai, 

sekali gus mempengaruhi kelangsungan penggunaan. Kajian ini mencadangkan pembinaan “ekosistem 

sokongan minimum” yang merangkumi prasarana, pembangunan kapasiti, bantuan teknikal dan garis 

panduan etika bagi menyokong integrasi yang lebih inklusif dan mampan. 

 

Kata Kunci: chatbot AI generatif, jurang digital, Pendidikan Islam, Sabah, penerimaan teknologi, tadbir 

urus AI, infrastruktur 

 

Abstract: Generative AI chatbots such as ChatGPT are increasingly used in teaching and learning 

because they can provide rapid responses, step-by-step explanations and self-study practice. However, 

these benefits are uneven when digital infrastructure and institutional support differ across schools. This 

article examines Islamic Education teachers’ experiences in Sabah with AI chatbots, focusing on school-

level digital divide conditions. A qualitative study using online semi-structured interviews involved six 

teachers (G1–G6) from rural and urban school contexts. Data were analysed using reflexive thematic 

analysis. Findings centre on an overarching theme of “Infrastructure and Support Limitations” with three 

subthemes: (i) uneven internet connectivity and device access, (ii) technical disruptions alongside data 

privacy and security concerns, and (iii) limited administrative support and lack of clear policy direction. 

Rural teachers emphasised access and network stability, while urban teachers highlighted governance 

and organisational support. Drawing on the Technology Acceptance Model (TAM) and the Theory of 

Planned Behavior (TPB), the article argues that implementation conditions shape perceived ease of use 

and perceived behavioural control, thereby constraining sustained classroom use. It proposes a 
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“minimum support ecosystem” integrating infrastructure, teacher capacity development, technical 

assistance and ethical guidelines to support more equitable and sustainable integration. 

 

Keywords: generative AI chatbot, digital divide, Islamic Education, Sabah, technology acceptance, AI 

governance, infrastructure 
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PENGENALAN 

 

Chatbot AI generatif seperti ChatGPT semakin digunakan dalam pendidikan kerana mampu 

memberi respons segera, penerangan mengikut tahap murid dan sokongan pembelajaran 

kendiri. Dalam PdP, guru boleh menggunakannya untuk merumuskan isi, menjana contoh dan 

latihan, serta memberi maklum balas awal kepada soalan murid. Sorotan literatur menunjukkan 

penggunaan lazimnya meliputi sokongan soalan-jawab, tugasan, latihan kendiri dan 

pemperibadian, namun keberkesanannya bergantung pada reka bentuk pedagogi, ketepatan 

kandungan dan kesesuaian konteks (Okonkwo & Ade-Ibijola, 2021; Labadze et al., 2023). 

Meta-analisis juga melaporkan kesan umumnya positif tetapi berbeza mengikut konteks dan 

pelaksanaan (Deng & Yu, 2023). 

Namun, perbincangan integrasi AI sering mengandaikan internet, peranti dan sokongan 

sekolah memadai, sedangkan prasyarat ini masih tidak seimbang terutama di luar bandar. Data 

isi rumah menunjukkan jurang bandar-luar bandar dalam akses dan penggunaan internet; 

laporan ICT Use and Access by Individuals and Households Survey Report 2024 

memperlihatkan peningkatan yang tidak seragam (Department of Statistics Malaysia, 2025). 

Walaupun statistik ini tidak menggambarkan pengalaman sekolah secara langsung, ia 

mengisyaratkan bahawa perbezaan akses dan kualiti sambungan boleh menjejaskan PdP yang 

memerlukan capaian masa nyata. 

Di Sabah, cabaran prasarana digital sering lebih ketara kerana geografi luas dan 

kepadatan penduduk rendah. Jurang digital merangkumi kualiti sambungan, akses peranti, kos 

data, kemahiran digital dan sokongan persekitaran, bukan sekadar ada atau tiada internet. 

Kerangka jurang digital menunjukkan ketidaksamarataan boleh beralih daripada akses kepada 

perbezaan kemahiran dan corak penggunaan (van Dijk, 2006; van Deursen & van Dijk, 2014). 

Kajian Fang et al. (2022) melaporkan komuniti tertentu di Sabah masih berdepan kekangan 

akses dan kemahiran, manakala OECD (2024) mengingatkan AI boleh menguatkan 

ketidaksamarataan apabila akses dan kapasiti tidak seimbang. Oleh itu, prasarana dan sokongan 

perlu dilihat sebagai isu keadilan pendidikan. Dalam artikel ini, Sabah digunakan sebagai kes 

contoh ilustratif untuk menonjolkan bagaimana variasi prasarana dan sokongan institusi di 

sekolah membentuk peluang guru memanfaatkan chatbot AI dalam PdP. 

Untuk Pendidikan Islam, chatbot AI menawarkan peluang tetapi turut sensitif kerana 

murid mungkin bertanya tentang akidah, ibadah, sirah atau isu semasa yang memerlukan 

ketepatan, rujukan jelas dan adab. Model bahasa besar berisiko menghasilkan jawapan yang 
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meyakinkan tetapi salah (halusinasi), menjadikan verifikasi dan reka bentuk tugasan berhemah 

penting (Kasneci et al., 2023). Selari dengan itu, UNESCO (2023) menekankan penggunaan AI 

generatif yang bertanggungjawab (privasi, keselamatan, kesaksamaan), dan UNESCO (2024) 

menegaskan kompetensi guru perlu merangkumi dimensi profesional, pedagogi dan etika. 

Walaupun kajian chatbot AI semakin banyak, tumpuan masih kepada keberkesanan 

umum, konteks pengajian tinggi atau integriti akademik (Bin-Nashwan et al., 2023; Cotton et 

al., 2024). Pengalaman guru sekolah, khususnya di Sabah serta perbandingan bandar-luar 

bandar, masih kurang dihuraikan. Jurang ini penting kerana penggunaan teknologi di sekolah 

dipengaruhi bukan sahaja sikap guru, tetapi juga kestabilan internet, akses peranti murid, 

sokongan pentadbiran dan kejelasan garis panduan. 

Artikel ini meneliti pengalaman dan persepsi guru Pendidikan Islam di Sabah 

menggunakan chatbot AI dengan fokus pada cabaran jurang digital di peringkat sekolah. Secara 

khusus, artikel ini bertujuan menghuraikan limitasi infrastruktur dan sokongan yang 

mempengaruhi penggunaan chatbot AI dalam PdP, serta mencadangkan tindakan realistik bagi 

membina ekosistem sokongan minimum supaya integrasi lebih inklusif dan mampan. Artikel 

ini juga menjawab tiga persoalan kajian, iaitu apakah bentuk limitasi infrastruktur dan sokongan 

yang dialami guru Pendidikan Islam di Sabah dalam penggunaan chatbot AI, bagaimanakah 

limitasi tersebut mempengaruhi kemudahan penggunaan yang dirasai (TAM) dan kawalan 

tingkah laku yang dirasai (TPB), serta apakah cadangan yang boleh membina ekosistem 

sokongan minimum untuk integrasi chatbot AI yang lebih inklusif. Dari segi sumbangan, artikel 

ini memberikan gambaran empirikal tentang prasyarat pelaksanaan di sekolah, mentafsir 

dapatan melalui lensa TAM dan TPB terutama daripada aspek kemudahan penggunaan yang 

dirasai dan kawalan tingkah laku yang dirasai, serta mengemukakan cadangan pelaksanaan 

berfasa pada peringkat bilik darjah, sekolah dan pihak sokongan. 

Artikel ini menggunakan temu bual separa berstruktur dalam talian dengan enam guru 

Pendidikan Islam (G1–G6) yang mempunyai pendedahan penggunaan chatbot AI dalam PdP, 

dan dianalisis menggunakan analisis tema refleksif (Braun & Clarke, 2006; Braun & Clarke, 

2019). Manuskrip disusun dengan sorotan literatur dan kerangka konseptual, diikuti 

metodologi, dapatan, perbincangan, implikasi, limitasi kajian serta kesimpulan. 

 

SOROTAN LITERATUR DAN KERANGKA KONSEPTUAL 

 

Chatbot AI generatif dalam pendidikan 

 

Teknologi chatbot dalam pendidikan berkembang daripada sistem berasaskan skrip kepada 

chatbot AI generatif yang boleh menghasilkan teks panjang, menerangkan konsep secara 

berturutan dan menyesuaikan jawapan berdasarkan prompt. Sorotan sistematik Okonkwo dan 

Ade-Ibijola (2021) menunjukkan penggunaan lazimnya untuk sokongan soalan-jawab, 

pembelajaran kendiri dan maklum balas segera. Sorotan terkini menegaskan chatbot boleh 

mengurangkan beban respons rutin guru dan menyokong interaksi, tetapi memerlukan 

penyelarasan dengan objektif pembelajaran serta pemantauan bagi mengelakkan maklumat 

mengelirukan (Labadze et al., 2023). 
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Meta-analisis Deng dan Yu (2023) menunjukkan penggunaan chatbot berkait dengan 

peningkatan hasil pembelajaran, namun variasi intervensi dan konteks menghasilkan julat kesan 

berbeza. Ini menunjukkan manfaat tidak automatik, tetapi bergantung pada prasyarat 

pelaksanaan, literasi pedagogi dan reka bentuk aktiviti yang mengekalkan pemikiran murid. 

Perbincangan ChatGPT dalam pendidikan menekankan potensi sokongan penulisan, 

penjanaan idea dan penjelasan konsep, tetapi memerlukan strategi pedagogi agar alat tidak 

menggantikan proses berfikir murid (Adiguzel et al., 2023). Dalam sekolah, kekangan masa 

PdP, pengurusan kelas dan ketidaksamarataan akses murid boleh menjadikan penggunaan 

chatbot beban tambahan tanpa prasarana dan panduan yang sesuai. 

 

Risiko, etika dan keperluan tadbir urus 

 

Perbahasan etika chatbot AI menumpu pada ketepatan maklumat, bias, privasi data dan 

integriti. Dalam penilaian, kebimbangan utama ialah murid menyerahkan kerja dijana AI tanpa 

pemahaman, serta kesukaran membezakan hasil manusia dan AI. Bin-Nashwan et al. (2023) 

menegaskan isu integriti akademik, manakala Cotton et al. (2024) menekankan peluang 

pembelajaran perlu diimbangi dengan polisi institusi dan literasi digital. 

Selain isu “meniru”, risiko halusinasi dan rujukan tidak stabil menuntut literasi baharu. 

Kasneci et al. (2023) menekankan pendidik perlu menilai ketepatan, memahami had model dan 

mereka bentuk tugasan yang mendorong pemikiran aras tinggi. Dalam subjek yang sensitif 

kepada nilai dan autoriti, kemahiran menyemak rujukan serta membimbing murid membezakan 

“jawapan awal” dan “jawapan muktamad” menjadi lebih penting. 

Di peringkat sistem, tadbir urus dan garis panduan membantu mengurangkan 

ketidakpastian tentang perkara dibenarkan, risiko serta perlindungan data murid. UNESCO 

(2023) menekankan penggunaan AI generatif yang bertanggungjawab (privasi, keselamatan, 

kesaksamaan), dan UNESCO (2024) menggariskan kompetensi guru merangkumi dimensi 

profesional, pedagogi dan etika bagi memastikan integrasi yang selamat dan inklusif. 

 

Jurang digital dan kesaksamaan penggunaan AI 

 

Jurang digital bukan hanya isu akses, tetapi ketidaksamarataan yang berlapis. van Dijk (2006) 

berhujah tumpuan pada akses fizikal boleh mengaburi ketidaksamarataan lain seperti 

kemahiran, motivasi dan cara penggunaan. van Deursen dan van Dijk (2014) menunjukkan 

apabila akses asas meluas, jurang boleh beralih kepada perbezaan corak penggunaan yang 

menghasilkan manfaat tidak sama rata. 

Bagi chatbot AI, jurang boleh muncul sebagai kualiti sambungan, kemampuan peranti, 

kos data serta budaya dan sokongan sekolah. Kajian Fang et al. (2022) melaporkan komuniti 

tertentu di Sabah masih berdepan kekangan akses dan kemahiran. Jika sekolah atau murid 

kurang akses tidak mampu menggunakan teknologi secara bermakna, chatbot AI berpotensi 

membesarkan jurang; OECD (2024) turut mengingatkan AI boleh menguatkan 

ketidaksamarataan apabila akses dan kapasiti tidak seimbang. 

Di peringkat nasional, Dasar Pendidikan Digital menekankan pembangunan kompetensi 

dan ekosistem digital, termasuk prasarana dan latihan guru (Kementerian Pendidikan Malaysia, 
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2023). Namun, pelaksanaan chatbot AI memerlukan pemetaan jurang prasarana secara mikro 

di sekolah dan garis panduan lebih khusus tentang privasi, keselamatan serta akauntabiliti 

pedagogi agar inovasi tidak terhad kepada sekolah yang sudah bersedia. 

 

Kerangka penerimaan teknologi: TAM dan TPB 

 

Untuk mentafsir penerimaan chatbot AI, artikel ini menggunakan dua lensa teori penerimaan 

teknologi. Technology Acceptance Model (TAM) menekankan kegunaan yang dirasai dan 

kemudahan penggunaan yang dirasai dalam penerimaan teknologi (Davis, 1989). Dalam 

konteks chatbot AI, kegunaan merujuk kepada bantuan penjelasan, penjimatan masa atau 

pengayaan bahan PdP, manakala kemudahan penggunaan merujuk kepada akses yang mudah, 

stabil dan tidak menambah beban teknikal. 

Theory of Planned Behavior (TPB) pula menyatakan niat tingkah laku dipengaruhi oleh 

sikap, norma subjektif dan kawalan tingkah laku yang dirasai (Ajzen, 1991). Di sekolah, norma 

subjektif tercermin melalui sokongan pentadbiran, polisi dan budaya sekolah, manakala 

kawalan tingkah laku yang dirasai dipengaruhi oleh faktor luar kawalan guru seperti kestabilan 

internet dan ketersediaan peranti. 

Gabungan TAM dan TPB membantu menilai penerimaan secara lebih realistik: guru 

boleh mengakui kegunaan, tetapi kemudahan penggunaan dan rasa kawalan merosot apabila 

prasarana tidak stabil atau polisi serta sokongan kabur. Lensa ini menjelaskan mengapa 

penggunaan chatbot AI sering kekal sebagai inisiatif individu dan mudah terhenti. 

 

Kerangka konseptual kajian 

 

Berdasarkan sorotan literatur, fokus kajian ialah prasyarat pelaksanaan di sekolah yang 

membentuk pengalaman penggunaan chatbot AI. Rajah 1.0 merumuskan hubungan antara 

syarat pelaksanaan, mekanisme penerimaan (TAM dan TPB) dan kelangsungan penggunaan 

chatbot AI dalam PdP. 
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Rajah 2.1:   Kerangka konseptual kajian 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

METODOLOGI 

 

Reka bentuk kajian 

 

Pendekatan kualitatif digunakan untuk meneroka pengalaman dan persepsi guru secara 

mendalam, sesuai dengan fokus memahami bagaimana guru mentafsir dan mengurus cabaran 

penggunaan chatbot AI dalam PdP apabila prasarana dan sokongan tidak seragam. 

 

Peserta dan strategi persampelan 

 

Peserta dipilih secara bertujuan (purposive) dengan variasi maksimum untuk mewakili 

perbezaan konteks pelaksanaan (contohnya capaian internet stabil berbanding sering terganggu) 

serta label sekolah bandar dan luar bandar. Kriteria: (i) guru Pendidikan Islam di Sabah; (ii) 

berpengalaman atau terdedah menggunakan atau mencuba chatbot AI (contohnya ChatGPT) 

untuk PdP; dan (iii) bersetuju berkongsi pengalaman melalui temu bual. 

Enam guru (G1–G6) terlibat. Bagi mengurangkan risiko pengenalpastian, butiran 

sekolah tidak dilaporkan dan pelaporan memusat pada pola pengalaman berkait prasyarat 

pelaksanaan. Istilah “bandar” dan “luar bandar” digunakan sebagai penanda konteks interpretif 

berdasarkan penerangan peserta, bukan pengelasan statistik; perbandingan yang dibuat adalah 

eksploratori untuk menonjolkan pola pengalaman, bukan tuntutan perbezaan struktural 

menyeluruh. 

 

 

Syarat Pelaksanaan di Sekolah 

- Akses Interney & Peranti 

- Kestabilan Capaian/Sistem 

- Sokongan Pentadbiran 

- Garis Panduan/Tadbir Urus (Privasi, 

Keselamatan, Etika) 

Lensa Penerimaan Teknologi (TAM/TPB) 

- TAM : Persepsi Kegunaan (PU), Persepsi 

Kemudahan Guna (PEOU) 

- TPB : Sikap, Norma Subjektif, Kawalan Tingkah 

Laku Terancang (PBC) 

Penggunaan Chatbot AI dalam PdP 

- Niat & Kekerapan Penggunaan 

- Kelangsungan Penggunaan 

- Bentuk Aktiviti PdP (Pra, Semasa, Pasca) 

Mempengaruhi 
 

Mendorong 
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Prosedur pengumpulan data 

 

Temu bual separa berstruktur dalam talian dijalankan (Google Meet atau WhatsApp) mengikut 

keselesaan peserta dan kestabilan rangkaian, dengan tempoh sekitar 45–60 minit. Format ini 

mengekalkan fokus persoalan kajian sambil memberi ruang peserta menghuraikan pengalaman 

khusus. 

Panduan temu bual merangkumi: (i) corak penggunaan chatbot AI dalam PdP; (ii) 

cabaran akses, kestabilan, teknikal dan pengurusan kelas; dan (iii) pertimbangan etika seperti 

privasi data, kesesuaian kandungan serta sokongan pentadbiran atau garis panduan. Persetujuan 

dimaklumkan diperoleh (tujuan kajian, hak menarik diri, kerahsiaan, kebenaran merakam). 

Rakaman digunakan untuk transkripsi, disokong nota lapangan tentang konteks temu bual dan 

isu teknikal. 

 

Analisis data 

 

Data dianalisis menggunakan analisis tema refleksif berpandukan enam fasa Braun dan Clarke 

(2006) serta penjelasan terkini (Braun & Clarke, 2019): pembiasaan data, pengekodan awal, 

pengelompokan kod kepada calon tema, semakan iteratif, penamaan tema dan penulisan 

laporan. 

Pengekodan dibuat secara dominan induktif. Selepas tema dikenal pasti, lensa TAM dan 

TPB digunakan pada peringkat tafsiran untuk memetakan kesan syarat pelaksanaan terhadap 

kemudahan penggunaan yang dirasai (PEOU), kawalan tingkah laku yang dirasai (PBC) dan 

norma subjektif. Salien isu ditentukan berdasarkan makna dalam konteks, bukan kekerapan 

semata-mata; isu yang kurang dibangkitkan tetapi berimplikasi tadbir urus atau etika tetap 

ditafsir signifikan. 

 

Pertimbangan etika dan kebolehpercayaan kualitatif 

 

Kajian ini mematuhi etika asas penyelidikan sosial, termasuk persetujuan dimaklumkan, 

kerahsiaan dan pengendalian data secara selamat. Peserta dinasihatkan untuk tidak berkongsi 

sebarang maklumat pengenalan murid atau butiran sensitif semasa temu bual, dan semua contoh 

PdP yang disebutkan dilaporkan pada aras am tanpa data peribadi. Peserta dirujuk 

menggunakan kod dan sebarang butiran yang boleh mengenal pasti individu atau sekolah tidak 

dimasukkan; transkrip disimpan secara terhad akses. 

Untuk meningkatkan kebolehpercayaan kualitatif, penyelidik menyimpan jejak audit 

dan memo refleksif (Lincoln & Guba, 1985). Ringkasan dapatan dikongsi kepada peserta untuk 

semakan ketepatan makna pada aras umum tanpa menjadikannya pengesahan tema secara 

mekanikal. 

 

DAPATAN 

 

Bahagian ini membentangkan dapatan dengan fokus tema “Limitasi Infrastruktur dan 

Sokongan”, iaitu cabaran struktur di luar kawalan langsung guru tetapi sangat mempengaruhi 
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kebolehlaksanaan penggunaan chatbot AI dalam PdP. Tiga subtema diringkaskan dalam Jadual 

1; subtema 4.1 dominan merentas peserta, manakala 4.2 dan 4.3 muncul sebagai kebimbangan 

penting, terutama apabila isu etika dan tadbir urus dibincangkan. 

 

Jadual 4.1: Tema dan subtema dapatan 

 

Tema/Subtema Huraian ringkas Contoh bukti 

(kod peserta) 

Tema: Limitasi 

Infrastruktur dan 

Sokongan 

Cabaran struktur yang mempengaruhi 

kebolehlaksanaan penggunaan chatbot AI dalam 

PdP. 

Merentas 

peserta 

4.1 Keterbatasan 

capaian internet dan 

peranti 

Internet sekolah tidak stabil; akses peranti dan data 

murid tidak seragam; aktiviti sukar dirancang secara 

konsisten. 

G3, G1 

4.2 Isu teknikal, 

privasi dan 

keselamatan data 

Gangguan sistem/aplikasi; masa PdP terjejas; 

kebimbangan tentang pemantauan kandungan dan 

penyimpanan data perbualan. 

G5 

4.3 Kurang sokongan 

pentadbiran dan 

ketiadaan polisi jelas 

Penggunaan bergantung pada inisiatif individu; 

kekaburan arahan/panduan menjadikan guru lebih 

berhati-hati. 

G4 

Nota: Kod peserta menunjukkan contoh sumber data bagi subtema; salien isu ditafsir 

berdasarkan makna dalam konteks, bukan semata-mata kekerapan. 

 

Walaupun dipersembahkan secara berasingan, subtema-subtema ini sering bertindih 

dalam pengalaman sebenar guru, khususnya apabila isu akses, gangguan teknikal dan sokongan 

organisasi berlaku serentak dalam PdP. 

 

Keterbatasan capaian internet dan peranti 

 

Cabaran paling ketara ialah kestabilan internet dan akses peranti. Guru luar bandar melaporkan 

sambungan tidak menentu, menjadikan aktiviti chatbot sukar dirancang; seorang guru 

mengeluh, “line internet di sekolah saya selalu putus-putus, nak guna chatbot pun susah” (G3). 

Akibatnya, penggunaan cenderung episodik, bergantung pada rangkaian, bukan integrasi 

konsisten dalam Rancangan Pengajaran Harian (RPH). 

Gangguan rangkaian memaksa guru menukar strategi secara spontan apabila tugasan 

bergantung pada capaian masa nyata. Dalam PdP Pendidikan Islam yang memerlukan aliran 

penerangan dan bimbingan adab, perubahan mendadak boleh mengganggu momentum kelas 

dan menambah beban pengurusan. Ini menurunkan kemudahan penggunaan yang dirasai: 

walaupun membantu kandungan, chatbot dianggap “tidak mudah” jika aksesnya tidak boleh 

diharap. 

Akses peranti dan data murid juga tidak seragam. Tidak semua murid mempunyai 

telefon pintar atau data mencukupi untuk aktiviti berasaskan chatbot. Guru memilih antara 



International Journal of Advanced Research in Islamic Studies and Education (ARISE) 

Volume 6, Issue 1, 2026 

 

113 

 

mengurangkan penggunaan, menggunakan perkongsian peranti secara berkumpulan, atau 

mengehadkan chatbot kepada pra-pengajaran oleh guru. Setiap pilihan mempunyai kompromi: 

kerja berkumpulan mengehadkan interaksi individu, manakala pra-pengajaran mengurangkan 

fungsi chatbot sebagai respons masa nyata. 

Sebaliknya, guru bandar menggambarkan keadaan lebih baik; ada yang menyatakan 

“tak ada masalah internet langsung” (G1). Perbezaan ini menunjukkan jurang digital sebagai 

realiti yang membentuk peluang murid mengakses penjelasan tambahan, latihan kendiri dan 

rujukan pantas apabila guru mengintegrasikan AI. 

 

Isu teknikal, privasi dan keselamatan data 

 

Isu teknikal seperti chatbot tidak dapat diakses ketika diperlukan turut menjejaskan aliran PdP 

yang terhad masa. Apabila chatbot gagal berfungsi, guru perlu menukar aktiviti atau 

menangguhkan tugasan, sekali gus mengurangkan keyakinan terhadap kebolehlaksanaan, 

terutama jika gangguan berulang. 

Kebimbangan privasi dan keselamatan data timbul apabila murid menggunakan akaun 

peribadi atau platform di luar kawalan sekolah. Seorang guru bertanya, “siapa pantau 

kandungan?” (G5), merujuk kepada apa yang ditanya murid, bagaimana data disimpan dan 

siapa boleh mengaksesnya. Tanpa garis panduan jelas tentang data murid, akaun dan risiko 

pendedahan, guru cenderung mengehadkan penggunaan. 

Dalam Pendidikan Islam, isu ini lebih sensitif kerana soalan murid boleh melibatkan 

akidah, ibadah atau isu semasa yang memerlukan adab, konteks dan rujukan autoritatif. Jika 

persekitaran penggunaan tidak diyakini selamat dan terkawal, guru cenderung mengelak aktiviti 

interaksi langsung dengan chatbot. Ini menunjukkan tadbir urus dan garis panduan ialah syarat 

asas yang membentuk rasa kawalan guru terhadap risiko AI. 

 

Kurang sokongan pentadbiran dan ketiadaan polisi jelas 

 

Subtema ketiga ialah sokongan pentadbiran terhad dan tiada polisi jelas. Guru melaporkan 

penggunaan banyak bergantung pada inisiatif individu; seorang guru menyatakan, “selagi tak 

diwajibkan, susah mahu dapat sokongan” (G4). Guru yang sama menambah, “setakat ini tiada 

arahan rasmi, jadi guru pun buat ikut suka” (G4), menggambarkan kekaburan hala tuju yang 

menjadikan guru lebih berhati-hati. 

Kekaburan ini mendorong dua tindak balas: ada yang menguji penggunaan secara 

senyap tanpa sokongan sumber, yang mudah meletihkan, atau mengelakkan penggunaan kerana 

bimbang melanggar garis panduan tidak jelas serta implikasi etika atau reputasi (contohnya 

jawapan salah atau pendedahan data). Kedua-duanya melemahkan norma subjektif dan 

menjejaskan kelangsungan penggunaan. 

Perbandingan interpretif menunjukkan apabila prasarana lebih baik, fokus perbincangan 

beralih daripada akses kepada tadbir urus, sokongan dan pengurusan perubahan. Apabila 

prasarana rapuh, isu akses menjadi penghalang awal yang menutup ruang untuk strategi 

pedagogi atau tadbir urus. Ini menandakan intervensi satu pendekatan untuk semua tidak 

memadai: sekolah berprasarana lemah perlu pemerkasaan akses, manakala sekolah yang sudah 
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siap akses memerlukan garis panduan dan sokongan pentadbiran untuk budaya penggunaan 

yang selamat. 

Secara ringkas, akses dan gangguan teknikal menurunkan kemudahan penggunaan yang 

dirasai (PEOU) kerana teknologi tidak boleh dijangka stabil semasa PdP. Pada masa yang sama, 

ketiadaan sokongan dan polisi menjejaskan norma subjektif dan mengurangkan kawalan 

tingkah laku yang dirasai (PBC), lalu membatasi penggunaan berterusan. 

 

PERBINCANGAN 

 

Perbincangan ini menegaskan bahawa syarat pelaksanaan di sekolah berfungsi sebagai “penapis 

awal” yang menentukan sama ada potensi pedagogi chatbot AI dapat diterjemahkan dalam PdP 

harian. Tiga sumbangan utama: (i) memperincikan bentuk jurang digital di sekolah melalui 

kestabilan internet, akses peranti dan kesediaan data; (ii) menunjukkan apabila akses asas 

dipenuhi, cabaran beralih kepada tadbir urus, privasi dan sokongan organisasi; dan (iii) 

mengemukakan kerangka tindakan “ekosistem sokongan minimum” bagi pelaksanaan berfasa 

yang lebih seimbang. 

Melalui TAM, kemudahan penggunaan yang dirasai (PEOU) merosot apabila internet 

tidak stabil, akses peranti tidak seragam atau sistem sering terganggu, lalu chatbot dinilai 

kurang praktikal untuk PdP rutin walaupun literatur melaporkan manfaat dalam konteks tertentu 

(Okonkwo & Ade-Ibijola, 2021; Deng & Yu, 2023). Melalui TPB, dapatan menonjolkan 

kawalan tingkah laku yang dirasai (PBC): guru mungkin berminat, tetapi merasakan prasyarat 

pelaksanaan berada di luar kawalan mereka. 

Ketiadaan polisi dan sokongan pentadbiran (4.3) turut melemahkan norma subjektif. 

Tanpa isyarat organisasi yang jelas, penggunaan kekal sebagai inisiatif individu dan mudah 

terhenti apabila berdepan halangan. Ini membantu menjelaskan jurang antara dapatan 

keberkesanan chatbot dalam persekitaran terkawal dan realiti bilik darjah, kerana konsistensi 

pelaksanaan bergantung pada kondisi setempat. 

Secara konseptual, kajian ini menunjukkan konstruk penerimaan dalam TAM dan TPB 

tidak wajar difahami sebagai persepsi individu semata-mata. Di sekolah, kemudahan 

penggunaan yang dirasai dan kawalan tingkah laku yang dirasai dibentuk oleh faktor struktur 

dan organisasi seperti kestabilan internet, ketersediaan peranti, gangguan teknikal berulang, 

kejelasan prosedur privasi serta sokongan pentadbiran melalui garis panduan dan polisi. 

Apabila syarat minimum rapuh, guru bukan sahaja melihat chatbot kurang praktikal, tetapi juga 

merasakan ruang tindakan terhad untuk menggunakannya secara konsisten dan selamat, 

walaupun mengakui potensinya. Ini menegaskan peranan konteks sekolah sebagai lapisan yang 

menentukan bagaimana niat dan penerimaan diterjemahkan menjadi amalan PdP. 

Dari sudut jurang digital, dapatan menunjukkan jurang bersifat berlapis dan boleh 

beralih bentuk: guru luar bandar menekankan capaian dan peranti, manakala apabila akses lebih 

baik, isu beralih kepada penggunaan dan tadbir urus. Pola ini selari dengan van Dijk (2006) 

serta van Deursen dan van Dijk (2014), dan juga peringatan OECD (2024) bahawa AI boleh 

membesarkan jurang apabila akses dan kapasiti tidak seimbang. Dalam konteks Sabah (Fang et 

al., 2022), ketidakseragaman akses dan kemahiran boleh menyebabkan chatbot AI menjadi 

inovasi untuk sekolah yang sudah bersedia jika prasyarat minimum tidak dibina. 
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Dimensi etika menambah lapisan penting dalam Pendidikan Islam. Kebimbangan 

pemantauan kandungan dan penyimpanan data (4.2) menunjukkan guru memerlukan garis 

panduan untuk melindungi data murid dan mengurus risiko maklumat mengelirukan. UNESCO 

(2023) menekankan tadbir urus AI generatif yang bertanggungjawab, manakala UNESCO 

(2024) menegaskan kompetensi guru merangkumi teknikal, pedagogi dan etika. Dalam 

Pendidikan Islam, literasi AI juga perlu meliputi semakan rujukan, pengesanan halusinasi dan 

bimbingan adab penggunaan. Oleh itu, integrasi yang selamat dan inklusif memerlukan 

gabungan prasarana, kapasiti guru, bantuan teknikal serta tadbir urus yang jelas, bukan 

bergantung pada inisiatif individu. 

 

IMPLIKASI DAN CADANGAN 

 

Cadangan kajian diringkaskan sebagai pembinaan “ekosistem sokongan minimum” untuk 

penggunaan chatbot AI. Konsep ini bukan model teori baharu, tetapi sintesis berasaskan 

dapatan untuk mengenal pasti prasyarat asas pelaksanaan yang berdaya tahan. Ekosistem 

meliputi: (i) prasarana (internet dan peranti), (ii) tadbir urus (garis panduan, privasi dan etika), 

(iii) kapasiti (latihan praktikal), dan (iv) bantuan (sokongan teknikal dan pengurusan 

perubahan). Jadual 2 memadankan cadangan dengan isu dapatan. 

 

Jadual 6.1 : Cadangan mengikut peringkat "ekosistem sokongan minimum" berdasarkan 

dapatan 

 

Tahap Cadangan tindakan Isu dapatan 

yang disasar 

Bilik darjah 

(guru) 

Gunakan chatbot AI untuk pra-pengajaran (menjana 

contoh/latihan) bagi mengurangkan kebergantungan 

kepada internet masa nyata; sediakan aktiviti alternatif 

apabila rangkaian terganggu; reka aktiviti berkumpulan 

dengan kawalan adil. 

4.1 (akses), 

4.2 

(gangguan 

teknikal) 

Sekolah Bangunkan SOP minimum: larangan memasukkan 

maklumat peribadi murid; panduan semakan jawapan 

dengan sumber sahih; penjadualan penggunaan 

ruang/peranti; pelan sandaran apabila internet tidak stabil. 

4.1 (akses), 

4.2 

(privasi/etika) 

PPD/JPN / 

sokongan 

Sediakan latihan amali (prompting, semakan ketepatan, 

reka bentuk PdP inklusif, pengurusan risiko); wujudkan 

saluran bantuan teknikal (jurulatih/pusat bantuan) yang 

mudah dicapai; sediakan komuniti amalan guru. 

4.2 

(keyakinan 

teknikal), 4.3 

(sokongan 

organisasi) 

Dasar Laksanakan audit kesediaan prasarana secara mikro di 

peringkat sekolah; tetapkan syarat minimum sebelum 

peluasan; terbitkan garis panduan khusus penggunaan 

chatbot AI di sekolah (privasi, keselamatan, akauntabiliti 

4.1 (jurang 

akses), 4.3 

(polisi jelas) 
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pedagogi) selari dengan Dasar Pendidikan Digital. 

 

Dari sudut pelaksanaan, pendekatan berfasa boleh mengurangkan risiko berhenti 

selepas percubaan awal: mulakan dengan audit kesediaan prasarana dan pemetaan akses murid, 

diikuti projek rintis terhad dengan SOP privasi dan penilaian risiko. Latihan amali dan sokongan 

teknikal perlu berjalan serentak dengan pemantauan ringkas (contohnya rekod isu teknikal dan 

contoh amalan PdP) sebelum peluasan berperingkat. 

 

LIMITASI KAJIAN DAN KAJIAN LANJUT 

 

Kajian ini berasaskan sampel kecil dan memfokus pada suara guru; justeru tujuan utamanya 

ialah pemahaman mendalam, bukan generalisasi statistik. Saiz sampel yang kecil juga 

meningkatkan risiko pengenalpastian, maka butiran demografi terperinci dan maklumat sekolah 

tidak dilaporkan. 

Data temu bual dalam talian adalah laporan dan mungkin dipengaruhi kestabilan 

rangkaian serta pengalaman terkini peserta. Kajian ini juga tidak melibatkan pemerhatian PdP 

atau analisis artefak (contohnya bahan PdP dijana chatbot), yang boleh mengukuhkan 

triangulasi. 

Kajian ini tidak membezakan secara terperinci platform chatbot yang digunakan, sedangkan 

perbezaan ciri dan tetapan privasi mungkin mempengaruhi pengalaman. Selain itu, perspektif 

murid, pentadbir dan pegawai sokongan ICT tidak dikumpul walaupun mereka penting dalam 

ekosistem pelaksanaan. 

Kajian lanjutan wajar melibatkan murid, pentadbir dan pegawai sokongan ICT bagi 

memetakan ekosistem pelaksanaan dengan lebih menyeluruh. Reka bentuk kajian campuran 

juga boleh menilai hubungan antara akses, corak penggunaan chatbot AI dan hasil 

pembelajaran. Selain itu, kajian masa hadapan boleh menumpu pada pembangunan garis 

panduan khusus Pendidikan Islam, termasuk adab penggunaan, semakan rujukan dan 

pembedaan antara “jawapan awal” dan “jawapan muktamad” dalam isu agama. 

 

KESIMPULAN 

 

Kesimpulannya, jurang digital ialah prasyarat penting apabila sekolah mengintegrasikan 

chatbot AI. Di Sabah, limitasi internet dan peranti, gangguan teknikal, serta ketiadaan sokongan 

dan polisi jelas membentuk halangan struktur yang menjejaskan kawalan pelaksanaan guru. 

Melalui lensa TAM dan TPB, kajian ini menunjukkan syarat pelaksanaan mempengaruhi 

kemudahan penggunaan yang dirasai dan kawalan tingkah laku yang dirasai, lalu membatasi 

kelangsungan penggunaan dalam PdP. Untuk manfaat yang lebih adil, perlu dibina ekosistem 

sokongan minimum meliputi prasarana, literasi AI guru yang praktikal, bantuan teknikal dan 

tadbir urus yang jelas agar penggunaan tidak meninggalkan sekolah luar bandar. 
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