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Abstract: The integration of artificial intelligence (AI) into education has raised important discussions 

about its dual role as both a collaborator and a potential disruptor of human thinking. This conceptual 

paper explores the role of AI as a ‘co-thinker’ in higher education specifically as an epistemic partner 

that interacts with learners during real-time cognitive tasks.  Based on Vygotsky’s social constructivism 

and Facione’s critical thinking framework, this paper introduces an Input-Process-Output (IPO) model 

that outlines how AI may facilitating learners’ reasoning processes. Through a critical review of current 

literature, this paper demonstrates how AI can assist in idea generation, argument development and 

metacognitive reflection, especially when used ethically and supported by prompt literacy and dialogic 

pedagogy. At the same time, it highlights major concerns such as algorithmic bias, lack of transparency 

and the potential loss of intellectual autonomy. The paper also identifies several challenges across 

institutional, pedagogical and learner-levels that must be addressed to ensure that AI enhances rather 

than diminishes critical thinking. In response, three pathways are proposed: empirical validation of the 

model, curricular restructuring to foster AI-literate pedagogy and inclusive access to essential AI tools.  

Overall, this paper reframes AI as a cognitive collaborator rather than a replacement for human thought, 

with its impact depends by how learners interact with it. It contributes to ongoing debates about 

integrating AI meaningfully in higher education with responsible users of AI technologies. 
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INTRODUCTION 

 

The swift progression of Artificial Intelligence (AI) technology, particularly generative AI such 

as ChatGPT, Gemini and Copilot, has brought about substantial changes in how users interact 

with information, especially within the field of education. Generative AI (GenAI) is a subset of 

Artificial Intelligence (AI) that pertains to AI systems capable of producing new content, 

including text, graphics or code (Ding & Zou, 2024; Qadir, 2023; Dwivedi et al., 2023; Essien 

et al., 2024). Generative AI offers potential in enhancing the learning process by offering instant 

feedback, personalizing learning content and facilitating the development of higher-order 

thinking skills (Adiguzel et al., 2023). This AI model exhibits exceptional proficiency in 

producing human-like writing, responding to commands and tackling complex problem-solving 
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tasks (Nikolopoulou, 2024). A study by Essel et al. (2024) and Ehlers (2020) show that 

generative AI can effectively facilitate students’ reflective learning, functioning as both a tool 

and co-thinker. However, the integration of AI in education also raises numerous ethical and 

practical concerns that require comprehensive resolution (Rahman & Watanobe, 2023; Tajik & 

Tajik, 2024). Concerns around algorithmic transparency and the dependability of AI-generated 

material have emerged as key concerns for educators and learners (Akgun & Greenhow, 2021). 

To effectively integrate AI into education, it is essential to enhance AI literacy among both 

educators and students involving understanding the functionality AI systems operate, 

identifying algorithm biases  and developing the ability to critically evaluate AI-generated 

content (Zhou & Schofield, 2024; Marssof et al., 2022).  

Although generative AI offers various advantages in education, concerns have emerged 

regarding its potential to hinder students' critical thinking development (Essien et al., 2024). 

Zhai et al. (2024) note that easy access on AI may lead excessive dependence that might reduced 

cognitive engagement and a decrease in essential analytical skills. Utilizing AI to generate 

responses without a deep understanding of the material may lead to students developing an 

over-reliance on technology, thus hindering the development of critical thinking and evaluative 

skills, impacting students’ cognitive abilities (Singh et al., 2021; Bai et al., 2023; Baidoo-Anu 

& Ansah, 2023). Conversely, some researchers argue that AI can function as a powerful tool 

for stimulating critical thinking by providing diverse perspectives and constructive feedback 

when use effectively (Berg & Plessis, 2023). The existing research offers varied viewpoints, 

with certain scholars warning that AI technologies may hinder the development of critical skills, 

whereas others contend that AI might enhance learning when utilised appropriately (Vargas-

Murillo et al., 2023). Therefore, pedagogical approaches that integrate AI must be carefully 

designed to ensure that its application enhances the development of critical thinking among 

students by offering sufficient training and support to educators for the appropriate use of AI in 

their instruction (Berg & Plessis, 2023; Chica et al., 2023). Futhermore, students should be 

instructed on the responsible and critical use of AI, allowing them to benefit this technology 

without undermining their cognitive abilities (Prodhan & Ibrahim, 2022). This divergence in 

perspectives highlights the necessity for additional investigation from other sources and 

viewpoints to enhance understanding of the ramifications, consequences and recommendations 

about AI's position in higher education. 

The concept of AI as a co-thinker implies that AI can act as an intellectual collaborator 

in learning process, rather than simply serving as a tool for delivering answer (Nikolopoulou, 

2024). This approach requires students to actively interact with AI, critically evaluate the 

information provided and make judgement grounded in analytical reasoning (Melisa et al., 

2025; Valova et al., 2024; Stolpe & Hallström, 2024). In this context, AI literacy emerges as an 

essential competence that students must develop to guarantee ethical and successful application 

of AI in promoting critical thinking (Long & Magerko, 2020). Students should be instructed to 

interact with AI technology responsibly and critically (Ponomareva, 2023) to maximise AI’s 

potential without compromising their cognitive growth. Vieriu & Petrea (2025) emphasise that 

integrating AI in education necessitates a comprehensive grasp of AI systems operations and 

an awareness of possible algorithmic biases. To achieve effective AI integration in education, 

proper pedagogical strategies must be formulated to ensure that AI serves as a supportive 
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collaborator that enhances teaching and learning, which includes structured training and 

continuous support for educators in utilising AI technologies (Amuga, 2023). AI can be a 

valuable collaborator in the learning journey through a strategic approach, enhancing critical 

thinking competencies in higher education requires collaboration among educators, students 

and policymakers to develop effective strategies for AI integration in education (Schiff, 2021). 

Thus, AI can enhance the educational experience and substantially aid in the development of 

critical thinking skills among learners. 

An increasing amount of study have explored AI’s role in education represents a 

worldwide concern that demands attention has looked into how AI affects learning and how it 

helps students develop their critical thinking skills (Ogunleye et al., 2024; Amuga, 2023; 

Prodhan & Ibrahim, 2022). Ogunleye et al. (2024) recommend in their systematic review that 

using AI in education must be done in a balanced and strategic approach to maximise its benefits 

while minimising its potential drawbacks. In this context, it is imperative to establish clear 

guidelines, frameworks and policies for the integration of AI in education (Amuga, 2023). A 

human-centred approach must integrated throughout the development of AI technologies to 

ensure that these tools support, rather than replace, the roles of educators and learners in the 

teaching and learning process (Supianto et al., 2024; Essien et al., 2024; Xu, 2025). Effective 

AI should function as a supportive tool that strengthens pedagogical and learning 

methodologies with both educators and students possess AI literacy (Marsoof et al., 2022). 

Through a holistic and inclusive approach, AI can enhance the students’ critical thinking and 

support the development of their skills by aiding individuals in arranging their thought, 

enhancing argumentative frameworks and participating in reflective writing (Essel et al., 2024; 

Tseng & Lin, 2024). A balanced and well-organised strategy can position AI as a valuable co-

thinker, an intellectual partner that enhances the learning experience by promoting critical 

thinking and 21st-century competencies (Prodhan & Ibrahim, 2022). Nonetheless, the 

realisation of this potential depends on sustained collaboration among teachers, learners and 

policymakers in designing and executing successful strategies for AI integration among 

contemporary digital learners (Chica et al., 2023). 

 

LITERATURE REVIEW 

 

Artificial intelligence (AI) technologies have revolutionised the higher education landscape by 

offering personalized learning experiences and automated assessments (Javaid et al., 2023; Sok 

& Heng, 2023), virtual assistants and exchange idea (Sok & Heng, 2023), content generation 

and material recommendations (Klimova et al., 2024) and research support, translation 

assistance and virtual laboratory simulations (Nikolopoulou, 2024).  The advent of ChatGPT 

has improved learner engagement, streamlined administrative processes and promoted 

interdisciplinary collaboration (Dempere et al., 2023).  However, concerns exist arising from 

the growth of this technology requires a thorough evaluating its consequences (Vargas-Murillo 

et al., 2023; Nikolopoulou, 2024).  AI intended to be considered as an collaborative educational 

tools that needs human analytical dan critical evaluation review (Graefen & Fazal, 2024). 
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Critical Thinking in Higher Education 

 

Critical thinking refers to an individual’s ability to analyse, evaluate and make rational 

decisions based on sound evidence. To begin with, Facione (1990) outlines six core cognitive 

skills involved in critical thinking: interpretation, analysis, evaluation, inference, explanation 

and self-regulation. These skills are essential for individuals to process information effectively 

and make informed decisions. In addition, Paul and Elder (2019) propose eight elements of 

thought: purpose, question, information, inference, concepts, assumptions, implications and 

point of view as the foundation of the critical thinking process. Similarly, Ennis (2011) defines 

critical thinking as reasonable and reflective thinking that is focused on deciding what to believe 

or do. In today’s digital age, this capability has become increasingly essential as individuals are 

required to filter large volumes of information from diverse sources (Facione, 2011). Critical 

thinking equips individuals with the ability to identify assumptions, assess arguments and make 

informed decisions (Elder & Paul, 2020). Moreover, Ennis (2011)emphasises that critical 

thinking involves a disposition to think openly and logically. Elder and Paul (2020) argue that 

critical thinking is fundamental to lifelong learning and intellectual development. In line with 

this, Ennis (2011) contends that education should foster critical thinking skills to better prepare 

students for future challenges. These skills empower individuals to make more effective 

decisions in both personal and professional contexts (Ehlers, 2020). Additionally, critical 

thinking serves as a cornerstone for effective problem-solving and decision-making, enabling 

individuals to navigate complex information landscapes proficiently (Michalon & Camacho-

Zuniga, 2023). Incorporating critical thinking into educational curricula can significantly 

enhance students' abilities to engage with and analyze complex issues, ultimately leading to 

more informed and responsible decision-making (Kadrija et al., 2022) . 

Critical thinking has emerged as an essential competency in higher education for 

enhancing students’ academic success (Andreucci-Annunziata et al., 2023). The rise of 

technologies such as artificial intelligence (AI) and social media has significantly transformed 

the way individuals access, interpret and evaluate information (Iacovitti, 2022). In response to 

these changes, Prodhan and Ibrahim (2022) highlight the growing use of AI in education 

requires students to be able to analyze, evaluate and synthesize information to make informed 

decisions and engage in reflective decision-making to evaluate content generated by these 

technologies. This view is reinforced by Asrifan et al. (2025), who argue that in the digital age, 

critical thinking helps individuals evaluate information sources, identify biases and make 

informed decisions. In light of this, cognitive skills are essential for managing complex issues 

and shifting to the rapidly shifting requirement in this digital technology. Berg (2024) explains 

that critical thinking enables students to examine opposing perspectives, challenge 

assumptions, assess information sources and create validated arguments. As students 

increasingly reliant on digital platforms and AI-generated content for education and study, the 

ability to critically analyse, reinterpret and recontextualise knowledge becomes essential for 

intellectual growth and academic research (Chica et al., 2023). In higher education, students are 

expected to generate original insights, as critical thinking essential for developing effective 

techniques and the interpreting complex arguments (Lacovitti, 2022). Critical thinking abilities 

are essential for academic achievement and for making informed decisions and resolving issues 
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in diverse professional fields (Supianto et al., 2024).  

Importantly, critical thinking urges students to question conventional perspectives and 

consider multiple solutions, nurturing an environment of inquiry and intellectual curiosity 

(Moustaghfir & Brigui, 2024).  This approach improves students' analytical skills and prepares 

them to capitalise on new opportunities and overcome challenges in their fields of study (Berg, 

2024; Schiff, 2021). As higher education evolves in response to societal and technological 

shifts, emphasizing critical thinking becomes essential for preparing students to contribute 

meaningfully to their careers and communities (Bennett & Abusalem, 2024). Haleem et al. 

(2022) assert that fostering critical thinking abilities in higher education is vital for equipping 

students to face problems in both personal and professional realms. This advancement 

necessitates that students interact with other viewpoints, evaluate compelling arguments and 

utilise their knowledge in practical contexts. Consequently, higher education institutions 

emphasise the cultivation of students' critical thinking abilities, enabling them to navigate 

intricate surroundings and promoting lifelong learning (Fiialka et al., 2023). Finally, profesional 

training should be provided to proficiently assist students in developing these competencies 

balancely (Vieriu & Petrea, 2025). With a complete and comprehensive approach, critical 

thinking can be fostered effectively in the digital age. It empowers individuals to become 

discerning and responsible consumers of information in an increasingly intricate world. 

 

AI as a Cognitive Tool and Co-Thinker 

 

The emergence of large language models marks a transformative shift in the role of AI within 

educational contexts from being mere static information sources to evolving into dynamic 

cognitive tools capable of meaningfully engaging with users’ thought processes (Zhai, 2022). 

AI today goes beyond mere task automation, it facilitates complex cognitive engagement, 

enabling users to extend, refine and reorganize their reasoning (Kasneci et al., 2023). As a 

cognitive tool, AI enhances intellectual capacity by assisting learners in analyzing arguments, 

rephrasing ideas and synthesizing information (You, 2024). However, when positioned as a co-

thinker, AI does more than respond it engages with learners’ reasoning processes, creating 

dialogic exchanges that mirror human mentorship (Ipek et al., 2023). Positioned strategically, 

AI can function as an intellectual catalyst supporting learners' metacognitive processes while 

preserving the essential human role in reasoning and judgement (Meletiadou, 2023). 

Contemporary AI systems can support students’ metacognitive growtht by providing real-time 

assistance in higher-order tasks such as idea generation, logical structuring and argument 

enhancement (Atchley et al., 2023). When effectively integrated, AI helps clarify unclear 

statements, offers alternative viewpoints and generates hypotheses that challenge users’ 

cognitive assumptions. For instance, tools like ChatGPT have demonstrated efficacy in aiding 

argument construction by mapping logical premises and identifying errors, thereby fostering 

critical self-monitoring and epistemic vigilance (Atchley et al., 2024; Zhai, 2022). Research 

demonstrate that students utilise AI not just for information retrieval but also engage AI as a 

cognitive stimulant to test the consistency of their reasoning through dialogic exchanges 

(Cotton et al., 2023). Cotton et al. (2023) argue that such interactions frequently elicit 

metacognitive awareness by encouraging students to compare AI-generated suggestions with 
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their own ideas, thus supporting synthesis and critical evaluation. Besides improving arguing 

skills, AI significantly encourages inquiry and curiosity, which are vital elements of critical 

thinking AI also plays a key role in encouraging curiosity  and inquiry, which are vital element 

of critical thinking. 

However, for AI to function optimally as a cognitive partner, it must be embedded 

within pedagogical designs that prioritize critical interaction over passive consumption. 

Dwivedi et al. (2023) assert that the educational significance of AI is not in its ability to provide 

immediate answers, but in its capacity to create cognitive dissonance that encourages deeper 

inquiry. This requires promoting AI literacy among students, including an understanding of 

how generative models operate as outputs are based on probabilistic pattern-matching rather 

than epistemic validation (Rudolph et al., 2023). In the absent of such literacy, students may 

mistakenly accept AI outputs as authoritative knowledge, thereby undermining the critical 

dialogue essential for deep learning (Rudolph et al., 2023). To protect users’ intellectual 

independence in evaluating information, educators must guide students in recognizing AI as a 

predictive language model rather than an entity possessing intrinsic understanding or 

intentionality (Susnjak & McIntosh, 2024). This differentiation is crucial for enabling students 

to critically assess AI responses rather than accepting them uncritically. Modern pedagogy 

demands not just merely introduce AI into classrooms, but also the intentional development of 

its application to foster reflective dialogue, metacognitive control and students’ epistemic 

agency (Kapoor & Kaur, 2023). When utilised as a cognitive tool in ethical and well-structured 

learning environments, AI can facilitate critical inquiry and promote intellectual engagement, 

empowering 21st-century learners to engage in critical thinking.  

 

AI and Critical Thinking: A Symbiotic Relationship or Confrontation 

 

AI offers numerous advantages in enhancing critical thinking, including speeding up the 

brainstorming process, suggesting alternative arguments and providing immediate feedback on 

users’ writing (Kasneci et al., 2023). These functionalities facilitate the cognitive growth of 

users, especially in academic and professional contexts (Dwivedi et al., 2023). However, AI 

also change the way user engage in cognitive processes, potentially prompting a transition from 

reflective thinking to more reactive forms of cognition (Susnjak & McIntosh, 2024). When 

prompted intentionally, AI can support critical engagement with information, propose 

alternative viewpoints and simulate counterarguments effectively mirroring the functions of AI 

as a dialogic partner (Chaudhry et al., 2023). Research shows that human-AI interaction with 

active learners can enhance the processes of hypothesis generation and alternative comparison 

in critical thinking (Atchley et al., 2023). This mirrors reflective practices central to critical 

thinking, including evaluation, inference, and explanation (Facione, 1990). According to 

Anderson et al. (2001), critical thinking entails the assimilation of knowledge, analyzing and 

criticize it prior to reaching a conclusion with a process that can be facilitated by the interactive 

dialogue offered by AI. Yet, these advantages are only apparent when users have a high level 

of metacognitive awareness and avoid relying entirely on AI-generated suggestions (Zhai et al., 

2022). Therefore, the role of AI as a co-thinker can only be optimally achieved when supported 

by AI literacy education, ensuring users engage with the technology ethically and critically 



International Journal of Advanced Research in Islamic Studies and Education (ARISE) 

Volume 5, Issue 2, 2025 

 

37 

 

(Cotton et al., 2023). In this way, AI can act as a stimulant for intellectual dialogue and the 

development of deeper reflective thinking.  

However, this symbiosis can easily collapse into confrontation when AI is misused or 

misunderstood. One of the most critical risks is automation bias, where users uncritically accept 

machine-generated output without reflective reasoning and evaluative judgement (Susnjak & 

McIntosh, 2024). This raises concerns about academic integrity and the deterioration of deep 

thinking abilities, particularly when students tend to subtitute their own process of synthesis 

and intellectual expression with AI generated responses (Rahman & Watanobe, 2023; Tajik & 

Tajik, 2024). Research by Kasneci et al. (2023) indicates that students often regard AI as a 

principal source without corroborating the facts or reasoning provided. This undermines the 

authenticity of thought and threatens students’ intellectual autonomy in generating original and 

independent ideas (Essel et al., 2024). Moreover, ethical challenges surrounding the reliability, 

transparency and authorship of AI-generated content have become increasingly prominent 

(Cotton et al., 2023). If users fail to recognize the limitations of AI as a predictive language 

model, they will mistakenly believe that the information provided is fundamentally correct and 

authoritative (Valova et al., 2024). Therefore, dialogues on AI as a co-thinker must be 

inseparable from epistemological and ethical considerations of technology (Essien et al., 2024; 

Ogunleye et al., 2024). Integrated AI education should prioritise interactive methods that 

encourage reflection, cross validation and source verification (Dwivedi et al., 2023; Mhlanga, 

2023). The relationship between AI and critical thinking can be either symbiotic or adversarial, 

depending on the user's ability to critically evaluate and interact with the technology itself. 

 

AI APPLICATIONS AS A ‘CO-THINKER’ IN EDUCATION PRACTICE 

 

The application of AI tools in academic writing expanded from simple automation to 

performing as a collaborative cognitive partner, assisting with tasks including brainstorming, 

argument structuring and metacognitive reflection. In the initial writing stages, students who 

utilising ChatGPT for ideation demonstrated greater diversity in ideas and improved 

consistency in argument structure compared to peers who did not use the tool (Zhai, 2022). This 

kind of engagement necessitates writers to refine their own thinking, creating an inverse 

cognitive loop where machines stimulate human role rather than replace it (Kasneci et al., 2023; 

Atchley et al., 2024). AI writing assistants such as Quillbot and Grammarly analyze the 

meaning of sentences and propose stylistic alternatives, prompting writers to evaluate precision, 

tone and literary clarity (Xu, 2025). Meanwhile, automated writing evaluation (AWE) 

platforms deployed in higher education institutions often identify logical inconsistencies, weak 

transitions or unspecific phrasing, prompting revisions that enhance analytical accuracy and 

argumentative integrity (Abdul Rahman et al., 2025; Ding & Zou, 2024). Dialogic tools such 

as Scraft further enhance this interplay by posing Socratic questions - this type of question to 

obtain clarification provides readers with the opportunity to think rationally and logically so 

that the explanation makes sense that approach intellectual vigilance (Kim & Tan, 2023). The 

overall effect is that AI transforms from a surface-level editor into a facilitator of higher-order 

thinking where learners must interpret, critique and justify suggested revisions (Valova et al., 

2024). 



International Journal of Advanced Research in Islamic Studies and Education (ARISE) 

Volume 5, Issue 2, 2025 

 

38 

 

Educationally-structured AI workshops have effectively integrated these tools within 

pedagogical designs that prioritize cognitive engagement over convenience. In guided sessions, 

students generate text using AI outlines via SciSpace or ChatGPT or Canva AI or Consensus, 

then annotating or justifying each suggested change, bringing metacognitive awareness in the 

review processes (Valova et al., 2024). When AI-generated outlines prompt students to connect 

thesis statements with evidence or anticipate counterarguments, they practice inferential 

reasoning and argumentative coherence (Chaudhry et al., 2023). Simulation tools in 

professional education, such as medical or legal case scenarios, enhance these principles by 

requiring learners to evaluate AI-provided scenarios, test diagnostic reasoning and improve 

argumentation through recursive discussion (Dwivedi et al., 2023). The effectiveness of these 

applications fundamentally depends on prompt literacy, guiding users to formulate inquiries 

that stimulate depth information in realism environment rather than generic output (Theophilou 

et al., 2023). Recognizing AI’s limitations as a statistical model, learners are encouraged to 

validate and possibly correct AI suggestions, transforming potential shortcuts into opportunities 

for reflective judgment (Atchley et al., 2024; Susnjak & McIntosh, 2024). However, the 

efficacy of AI as a collaborative thinker is significantly contingent upon users' proficiency in 

quick formulation and their metacognitive understanding of the technology's limitations and 

reliability (Mhlanga, 2023). Through this structured and reflective integration, AI becomes a 

true co-thinker enabling rather than replacing human critical thinking role in higher education. 

 

CHALLENGES IN USING AI TO FOSTER CRITICAL THINKING 

 

The integration of artificial intelligence (AI) in education presents several challenges that can 

compromise the development of critical thinking. These challenges span cognitive, pedagogical 

and institutional domains often reinforcing superficial learning, epistemic dependency and 

ethical ambiguity (Ng et al., 2022; Zawacki-Richter et al., 2019). A significant obstacle in using 

AI a low level of AI literacy among average students in higher education.  Many student interact 

with AI only at a surface level without understanding the mechanisms behind the generated 

responses (Valova et al., 2024; Kasneci et al., 2023). Students frequently use AI to paraphrase 

text, summarize content or complete assignments quickly, often bypassing cognitive difficulty 

(Cotton et al., 2023).  This deficiency of comprehension leads  users to utilise AI ineffectively 

and uncritically; thus, it transform into a mere instrument for obtaining instant answers (Raskin, 

2020). As a result, AI is used passively, without involving critical thinking or verification of 

the received information (Zawacki-Richter et al., 2019). This level of literacy entails not only 

involves technical proficiency but also a knowledge of the ethics, logic and epistemology of AI 

(Valova et al., 2024). Therefore, the lack to build strong AI literacy will persist to weaken the 

potential of AI as a valuable co-thinker (Knoth et al., 2024). AI literacy education should be 

integrated into the higher education digital curriculum especially in teaching students how to 

use ChatGPT as a tool for enhancing cognitive abilities and argument structure (Melisa et al., 

2025). This literacy must also incorporate an awareness of the limitations and advantages of AI 

in an intellectual context. 

Apart from literacy deficits, another challenge is users’ propensity to accept AI-

generated answers without verification and assessment. There exists a risk In higher education 



International Journal of Advanced Research in Islamic Studies and Education (ARISE) 

Volume 5, Issue 2, 2025 

 

39 

 

that students may accept information from AI without verifying its authenticity, thus impairing 

their capacity for critical assessment and information processing where generated information 

is regarded as factual without additional analysis (Michel Villarreal et al., 2023; Fiialka et al., 

2023; Susnjak & McIntosh, 2024; Melisa et al., 2025). Studies indicates that numerous students 

consider AI responses as conclusive answers, neglecting the necessity to cross-check facts, 

sources and the rational underlying the information which may hinder their critical thinking 

abilities and reflect a deficiency in critical evaluation (Mhlanga, 2023, Valova et al., 2024). 

Additionally, Melisa et al. (2025) noted that students may encounter the risk of acquiring wrong 

or biassed information if they depend on ChatGPT without validating its accuracy. This attitude 

is highly concerning in the context of higher education, which demands questioning and critical 

reflection (Logg et al., 2019).  It creates lazy thinking and complete dependence on intelligent 

systems without active cognitive engagement (Valova et al., 2024). Even more worrying, this 

tendency can change students’ thinking patterns to become linear and uncreative due to a lack 

of motivation to explore alternative possibilities (Atchley et al., 2024). In the long term, it may 

undermine the culture of knowledge founded on inquiry, debate and philosophy. Therefore, 

procesures that encourage students to critically evaluate AI responses instead than accepting 

them unconditionally should be implemented. 

The matter of authenticity in AI usage poses challenges inside academics. A significant 

of users rely on AI as a mechanism to generating essays, reports and papers without genuinely 

participating in the intellectual process (Choi et al., 2023; Komolafe & Qian, 2020). This not 

only undermines academic integrity but also diminishes the originality of the author’s 

uniqueness and identity. In higher education, authenticity is not not only avoiding plagiarism 

but entails the development of original ideas, arguments and syntheses that reflect the student’s 

intellectual growth. When AI is utilised without regulation, the author’s voice becomes 

indistinct as the content is ceases to originate from reflective thinking (Rahman & Watanobe, 

2023). This raises significant quiries regarding the actual author behind the written work. 

Additionally, universities and higher education institutions continue to seek the best approaches 

for addressing the excessive and immoral utilisation of AI (Susnjak & McIntosh, 2024). 

Therefore, authenticity in the AI era needs to be redefined and placed within a framework of 

intellectual agency that balanced between machine assistance with human cognition (Nikolic et 

al., 2023; Rahman & Watanobe, 2023). Chan and Lee (2023) rising concern about the 

diminishing of intellectual autonomy among users, especially students who excessively rely on 

AI in academic tasks. Uncritical use of AI can cause users to lose control over their cognitive 

and decision-making process (Mhlanga, 2023). The concept of agency in education refers to 

students’ ability to direct their own learning, make choices and take responsibility for learning 

outcomes (Barana et al., 2023). When AI takes over this role, students become passive and 

forfeit their ability for independent thought (Essien et al., 2024). This tendency may weaken 

intrinsic motivation to learn because the final outcome is no longer perceived a personal 

accomplishment. Therefore, it is important to ensure AI functions as a tool that strengthens 

students’ agency rather than replacing it (Valova et al., 2024). 

The development of academic integrity and identity among students is also threatened 

when AI serves as the primary middleman in academic writing (Valova et al., 2024; Cong-Lem 

et al., 2024). The forming intellectual identity should occur through experiences of writing, 
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failing, reevaluating and improving one’s own ideas (Atchley et al., 2024). Choi et al. (2023) 

found that students who over-relied on AI for idea generation reported reduced confidence in 

their own thinking and writing. In the long run, this can produce a generation of scholars who 

lose intellectual identity and do not have their own voice in academic discourse (Ogunleye et 

al., 2024; Valova et al., 2024). This issue is highly concerning as it relates not only to ethics but 

also to the core of scholarly identity that underpins the building of intellectual civilization. 

Resulting in erodes learners’ feeling of authorship and their ability to formulate independent 

arguments a skill foundational to advanced critical thinking and academic development. 

Moreover, automatic AI use without pedagogical training can hinder the meaningful AI skills 

among students (Melisa et al., 2025; Berg & Plessis, 2023). AI is engineered to provide answers 

rather than to interrogate people regarding their thinking and considerations behind an input. If 

individuals are not educated to reflect on their own cognition, the advent of AI will simply 

reinforce the inclination to seek easy solutions (Rudolph et al., 2023; Qadir, 2023). This 

contradicts modern educational goals that prioritise complex thinking and critical knowledge 

creation. Ultimately, institutional limitations within the education system impede the 

integration of AI as a collaborative thinker. Numerous educational institutions remain 

unprepared for policies, educator training and technological infrastructure for the ethical and 

effective integration of AI, as well as lacking clear guideline (Zawacki-Richter et al., 2019). 

Access to high-quality AI tools often requires reliable internet, advanced devices and language 

proficiency. In the absence of institutional support, educational disparities may be exacerbated 

and students may utilise AI indiscriminately and uncontrollably, preventing the complete 

realization of beneficial potential (Dwivedi et al., 2023). Without coherent policies and 

collaboration among policymakers, educators and technology developers, institutions risk 

normalizing misuse, undermining trust in educational process. 

 

STRATEGIES FOR UTILIZING AI TO ENHANCE CRITICAL THINKING 

 

To effectively leverage the potential of artificial intelligence (AI) in fostering critical thinking 

in education, the challenges identified underscore the urgent need to deliberate with a multi 

layered strategies. Without pedagogical scaffolding, the advantages of AI may be lost and its 

use may even undermine the cognitive processes it is meant to enhance (Ng et al., 2022; 

Dwivedi et al., 2023). At the learner level, cultivating AI literacy as a cognitive discipline is 

essential. This involves not only understanding how AI works but also evaluating the credibility 

and logic of outputs and ethical responsibility (Luckin & Holmes, 2016). Within the realm of 

critical thinking, AI literacy serves a essential role by enabling users to identify possible logical 

error or biases embedded within AI-generated recommendations (Akgun & Greenhow, 2021; 

Mhlanga, 2023). Stolpe and Hallström (2024) and Ng et al. (2022) propose a three of AI literacy 

framework for technological knowledge: technical literacy (how to use AI), critical literacy 

(evaluating the credibility and logic of outputs) and ethical literacy (interacting with AI 

responsibly). Embedding these literacies into coursework ensures that students do not passively 

consume AI content but interrogate and reflect on it. Knoth et al. (2024) and Long and Magerko 

(2020) state that AI literacy should include understanding AI decision-making processes and 

the ability to critically assess the usefulness and accuracy of AI outputs in educational contexts.  
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An effective pedagogical method is the implementation of prompt engineering through a 

professional development program, including workshops centred on AI-enhanced pedagogies. 

Theophilou et al. (2023) show that students who are explicitly trained in crafting sophisticated, 

open-ended prompts demonstrate greater cognitive flexibility and promoted deeper 

metacognitive questioning, shifting their engagement from passive input to purposeful inquiry. 

Students are thus encouraged to compare AI-generated answers with academic sources and to 

formulate conclusions based on stringent scholarly standards (Vargas-Murillo et al., 2023). 

They are guided to view AI not as a source of answer but as a stimulus for critical thinking thus 

inviting more complex reasoning processes. In a meanwhile, a crucial method entails utilising 

dialogic interaction models in interactions with AI. Dialogic interaction involves mutual 

questioning, commentary, and intellectual challenge between students and AI systems during 

the meaning-making process (Atchley et al., 2024). This mode of engagement improves 

learners’ ability to formulate arguments, identifying underlying assumptions and critically 

evaluate the logic and evidence provided by AI. Based on Bakhtinian discourse theory, AI can 

be utilised to create a dynamic discursive environment that nurtures the growth of students’ 

intellectual voices (Matusov et al., 2022). Assignments designed to foster ongoing, reflective 

dialogue with AI enhance metacognitive engagement. Additionally, when AI is utilized to 

represent diverse perspectives on a particular issue, students are encouraged to evaluate and 

embrace positions based on principled intellectual reasoning rather than simple preference 

(Supianto et al., 2024). The dialogic approach reduce overreliance on individual responses, 

promoting cognitive flexibility and receptiveness (Essien et al., 2024). This process, as outlined 

by Bloom, students should includes the ability of cognitive key component by engaging in 

evaluation information and make reasonable judgement, than passively admitting information 

(Anderson et al., 2001). Responsive, multi-voiced AI interactions enrich the cognitive 

environment, thus positioning AI as an active participant in intellectual discourse rather than a 

passive repository source. 

At the educator level, instructor play a pivotal role as AI mediators, guiding students in 

epistemically meaningful ways. This involves designing learning tasks where AI serves not as 

an answer generator, but as a provocateur of inquiry. For instance, students could be required 

to compare AI-generated arguments with peer-reviewed literature, critique logical consistency 

or trace fallacious reasoning patterns in AI outputs (Valova et al., 2024).  Such activities 

promote the cognitive skills of evaluation, inference and self-regulation (Facione, 1990). In 

addition, reflective activities such as AI journaling, learning logs and think-aloud protocols has 

been shown to elevate students’ self-awareness of their thinking processes (Zawacki-Richter et 

al., 2019). Cong-Lem et al. (2024) found that when students reflected on their interaction with 

AI, they demonstrated greater control over their reasoning processes and developed more 

nuanced perspectives. Empirical research from Kasneci et al. (2023) indicates that when 

students are tasked with evaluating, comparing and rectifying AI responses, their analytical and 

reflective thinking capacities are significantly improved. Engaging in a critical annotation of 

AI outputs effectively enhance evaluative skills related to evidence evaluation and 

argumentation logic (Susnjak & McIntosh, 2024). This educational method requires educators 

to offer challenges that compel students to not only extract knowledge from AI systems but also 

to critically evaluate and question the veracity and reasoning behind the AI's assertions (Cotton 
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et al., 2023).  Futhermore, educators must also model epistemic humility when engaging with 

AI by questioning AI in real time and demonstrating how to apply disciplinary reasoning to 

assess validity (Rudolph et al., 2023). Kapoor and Kaur (2023) suggest that when instructors 

openly challenge AI-generated information, students are more likely to adopt critical inquiry as 

a norm. Such modelling reinforces the idea that AI is a collaborator, not an oracle and that 

human judgment remains central (Kapoor & Kaur, 2023). 

In a mean time, strategic policies and infrastructure must be introduced to normalize 

ethical with critical AI use. Dwivedi et al. (2023) argue that banning AI outright is 

counterproductive, as it pushes use underground and removes the opportunity for guided, 

transparent learning. These should be supported by tutorials, exemplars, and access to regulated 

AI platforms within higher education use systems. Providing digital equitable access to AI 

technologies is also essential. Zawacki-Richter et al. (2019) note that disparities in internet 

access, lack of access to devices, bandwidth or AI interfaces exacerbates existing educational 

inequality. Institutions should consider subsidizing access to vetted AI platforms, especially in 

multilingual tolkits or underserved contexts, while ensuring that these tools are embedded 

within learning management systems to support usage oversight and analytic. Finally, rather 

than focusing solely on outcomes, educators should assess reasoning processes through 

annotated essays, verbal defense of positions or critical commentaries on AI responses. 

Swargiary (2025) advocates for performance-based evaluations that measure intellectual 

engagement and depth of analysis rather than AI-assisted productivity. This reframing 

encourages learners to prioritize thoughtful reasoning over efficiency. A collaborative 

curriculum design involving educators, students and AI developers can ensure that AI 

integration aligns with cognitive development goals (Long & Magerko, 2020). Participatory 

workshops and feedback loops allow for context-sensitive improvements, ensuring that AI-

enhanced learning environments remain responsive, ethical and intellectually rigorous. In 

conclusion, promoting critical thinking through AI is not about teaching students to trust or 

reject AI, but to dialogue with it intelligently. Through strategic design, pedagogical 

intentionality and institutional vision, AI can shift from being a passive source of information 

to an active co-participant in human thought. 
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CONCEPTUAL FRAMEWORK 

 

 
Fig 1: Human-AI Symbiotic Interaction for Critical Thinking Development 

 

Figure 1 illustrates the cognitive flow and interrelationship between the key concepts 

that form the foundation of this discussion. This framework adopts the Input-Process-Output 

(IPO) Model to explain how artificial intelligence (AI) positioned as a ‘co-thinker’, plays a role 

in either supporting or challenging the development of critical thinking among 21st century 

users. This integration of AI into the educational domain is theoretically grounded in 

Vygotsky’s Constructivism, which posits that meaningful knowledge construction occurs 

through active engagement and socially mediated experiences (Setiawan, 2024). Traditionally, 

learning environments have prioritised passive reception of information often through rote 

memorisation limiting students' opportunities to apply knowledge critically. The integration of 

AI as a co-thinker challenges this paradigm by immersing users in dialogic and contextually 

rich interactions (Komolafe & Qian, 2020). In this model, AI acts not merely as a tool, but as a 

cognitive and dialogical scaffold that supports learners in constructing meaning and engaging 

in reflective inquiry. Through sustained AI-student interactions, learners are positioned to 

strengthen their analytical reasoning, evaluative judgment and evidence-based decision-

making. As such, deploying AI as a 'thinking partner' signals a pedagogical shift that 

foregrounds higher-order thinking and metacognitive control, offering new trajectories for 

critical engagement in 21st-century digital learning ecosystems. 

The first component, input, comprises the foundational factors that influence the 

utilisation of AI as a co-thinker. These include students’ level of AI literacy, frequency and 

mode of AI use, user attitudes towards AI and metacognitive skills. AI literacy determines a 

learner’s ability to understand both the capabilities and limitations of AI. Furthermore, the mode 

of interaction whether passive or strategic affects the quality of AI engagement. Strategic and 

frequent users are more likely to optimise AI in completing tasks that involve critical thinking. 

Thus, AI should not be used passively; rather, users must act as intellectual filters who evaluate 

the validity, logical coherence and contextual appropriateness of AI-generated content. 

Additionally, a positive disposition towards AI enhances learners’ engagement and 
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openness to diverse perspectives, facilitating its function as an intellectual dialogue partner. 

Students who perceive AI positively are more receptive to feedback and more inclined to 

engage in cognitive co-construction with the system. Metacognitive skills also play a crucial 

role, as they enable learners to plan, monitor and evaluate their thought processes during AI 

interaction—thereby ensuring more deliberate and reflective use of the tool. Collectively, these 

input factors are critical in shaping the quality and effectiveness of the learner–AI interaction 

in the co-construction of knowledge and critical reflection. 

The second component, process, refers to the mechanisms of student–AI interaction 

within learning environments that foster critical thinking development. These mechanisms 

include reflective dialogue, critical thinking activities, the use of AI as a cognitive tool and 

epistemic integration. These interactions typically unfold within the learner’s Zone of Proximal 

Development (ZPD), where AI acts as a form of digital scaffolding. Dialogues between students 

and AI offer opportunities to test ideas, receive immediate feedback and explore diverse 

perspectives. Such dialogic engagement can stimulate higher-order thinking and deepen 

conceptual understanding. In this capacity, AI serves as a co-thinker by prompting questions, 

suggesting alternative arguments and challenging assumptions. It also functions as a cognitive 

tool that facilitates analysis, synthesis and evaluative reasoning. This includes supporting 

reasoning tasks, modelling argumentative structures and simulating complex academic 

scenarios thereby expanding students' information processing capacities. 

Critical reflection activities enable students to assess AI outputs, compare them with 

prior knowledge and refine their arguments. These reflective practices are supported by 

intellectual feedback loops, whereby students continuously interrogate and recalibrate their 

thinking. Through epistemic integration within these digital discussions, students begin to 

merge AI-generated content with their existing knowledge structures, allowing for the 

emergence of more robust and critical understandings. At the process level, these components 

interact dynamically to form an intellectual dialogue space in which AI functions not merely as 

a tool, but as an active cognitive interlocutor. 

Next, the mediator component consists of pedagogical support, ethical use of AI and the 

learning context. These intermediary factors play a crucial role in ensuring that interactions 

between students and AI occur effectively and ethically. All three factors function as either 

catalysts or barriers to the effectiveness of AI–student interactions within the context of critical 

thinking. Pedagogical support is essential in guiding students to use AI wisely and critically. 

According to Rasul et al. (2023), the effectiveness of AI in learning largely depends on the role 

of lecturers as facilitators who guide student–AI interactions. Ethical use of AI must also be 

ensured to avoid overdependence and violations of academic integrity principles (Schiff, 2021). 

Hwang et al. (2021) further emphasize that teacher guidance and ethical usage protocols are 

critical for ensuring meaningful interactions, preventing misuse of information and assisting 

students in evaluating the quality of AI-generated content. 

Additionally, a conducive learning context such as institutional policies, infrastructure 

availability, open environments and academic culture affects both the acceptance and 

effectiveness of AI as a co-thinker (Zhang et al., 2025). You (2024) and Barana et al. (2023) 

found that low-pressure learning environments increase students’ willingness to explore new 

ideas, in line with the concept of the Zone of Proximal Development (ZPD), where learners can 
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achieve higher cognitive levels with external support. At the mediator stage, these elements 

ensure that the input is translated into meaningful processes and quality learning outcomes, 

while also serving as safeguards against potential risks associated with AI use. 

Finally, the outcome of interactions between AI and students facilitated by the process 

and influenced by mediators yields learning outputs measured by three main indicators: the 

level of critical thinking skills, the quality of academic reasoning and decision-making and 

students’ intellectual engagement. Research by Atchley et al. (2023) and Valova et al. (2024) 

found that students who actively engage with AI demonstrate significant improvements in 

critical thinking competence, particularly in rational argumentation and the ability to structure 

ideas logically. This finding is supported by Favero et al. (2024), who showed notable 

improvements in students’ critical thinking abilities through structured interaction with a 

Socratic chatbot AI. 

Furthermore, AI enhances the quality of academic reasoning by providing diverse 

perspectives and challenging student assumptions. According to Asrifan et al. (2025), AI 

encourages students to make evidence-based and logical decisions, thereby sharpening their 

reasoning capabilities. Zhang et al. (2025) further demonstrated that AI improves the quality of 

academic reasoning and decision-making through classroom debates. Additionally, AI can 

increase students' intellectual engagement, as it provides a safe space for exploring ideas 

without fear of social criticism (Rasul et al., 2023). Students who are actively involved in 

cognitive dialogue with AI in a pressure-free environment benefit from what Krashen’s 

affective filter hypothesis describes: that positive learning environments increase motivation 

and academic achievement (Tseng & Lin, 2024; Fiialka et al., 2023; Melisa et al., 2025). The 

output component reflects the direct impact of student–AI interactions guided by mediators and 

influenced by input, ultimately fulfilling the goals of higher education in producing students 

who think critically, analytically and reflectively. 

Overall, this model explains the relationship between input factors influencing student–

AI interaction processes, the mediators determining the effectiveness and risk regulation of AI 

use and the interaction process itself, which then produces learning outcomes that shape 

students’ critical thinking. These components interact dynamically to contribute toward 

achieving learning outcomes that reflect the development of students’ critical thinking skills. 

This conceptual framework portrays a symbiotic relationship between humans and AI, 

in which users drive AI through critical prompts, while AI responds by challenging the users’ 

cognition. The model demonstrates that AI is not merely a supportive tool but can act as an 

active co-thinker in developing students' critical thinking provided that its use is informed by 

positive input factors, responsible mediators and a supportive learning context. This cyclical 

process fosters a deep, two-way learning environment. Ethical and epistemically aware use of 

AI will enhance users’ cognitive strength, whereas uncritical dependence on AI risks weakening 

intellectual identity. Ultimately, AI can significantly enhance academic reasoning, reflective 

thinking skills and students' intellectual engagement. 

 

CONCLUSION 

 

The implementation of Artificial Intelligence (AI) into education marks a defining moment in 
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the evolution of human cognition. AI is not simply a tool operates as an automated instrument, 

it has the ability to function as a co-thinker, an engaged intellectual collaborator that fosters and 

stimulates users' critical thinking abilities in reflective, evaluative and analytical reasoning. This 

assurance can only be actualised when users exhibit metacognitive awareness, strong AI 

literacy and an epistemic comprehension of the limitations and uses of this technology. When 

used critically, AI can enhance cognitive capacity, facilitate idea generation and provoke 

dialectical thinking. This concept paper has clarified that the relationship between humans and 

AI is symbiotic rather than linear, with the effectiveness of the interaction reliant on the user's 

active engagement in questioning, assessing and synthesising AI-generated information. With 

ethically integrated within educational contexts, AI can facilitate higher-order thinking, 

enhance inquiry and strengthen users’ intellectual engagement. Critical thinking, long regarded 

as a cornerstone of higher education, must now be reinterpreted in light of AI's generative 

capacities. As students engage with language models capable of simulating arguments, 

suggesting counterpoints and responding to inquiry, the boundaries between internal reasoning 

and external dialogue begin to blur. This demands a pedagogical shift from teaching students 

what to think, to teaching them how to think in the presence of AI. 

The conceptual framework presented in this paper reframes human–AI interaction as a 

cognitive system structured through an Input–Process–Output (IPO) model. Within this 

framework, learners' epistemic dispositions, metacognitive strategies and prompt literacy 

influence the depth and quality of their cognitive engagement. The process phase characterized 

by analysis, evaluation and iterative refinement determines whether AI is integrated as a 

thinking partner or merely consumed as a source of answers. The output, then, is not merely 

task completion but the development of robust reasoning skills and heightened epistemic 

vigilance. Yet, challenges remain been highlighted. Without adequate training, AI literacy,  and 

institutional support, students may default to passive or ethically ambiguous uses of AI. 

Overreliance can erode cognitive agency, diminish intellectual originality and compromise the 

authenticity of learning. Consequently, educational strategies should prioritise on reinforcing 

AI literacy, designing learning experiences that emphasize critical reflection and implement 

pedagogies that facilitate dialogic and responsible human–AI interaction. Educational systems 

must adopt a dual commitment: to prepare learners for an AI rich world while safeguarding the 

human faculties of judgment, reasoning and self-correction. In a nutshell, AI is not an adversary 

to critical thinking, nor does it replace human intellect. The key to success lies in users ability 

to utilise this technology to enhance their cognitive process using AI, rather than surrending 

critical thinking entirely. The symbiosis between AI and humans will be productive only when 

humans control the direction of thought and AI acts as a trigger for reflection and critical 

evaluation. Thus, the future of learning and knowledge production will continue to be anchored 

in advanced human thinking, supported by ethically guided technology. 
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